Project Two

Jeremia Faust

Doctor Obafemi Balogun

August 13, 2022

**Treasure Hunt Eight by Eight Maze**

![A black and white checkered background

Description automatically generated with low confidence](data:image/png;base64,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)

**Differences between Human and Machine approaches to Solving Problems**

The treasure hunt game is an eight-by-eight matrix where with a path that the agent has to find without previous knowledge. If a human were to solve this maze, they would first take a look three hundred degrees around to get their bearing. They would notice that there is one way out of the corner which is down. Human would continue to look around as they are working. Depending on conditions a human can look beyond the immediate area and could see that down leads to a dead end thus from the viewpoint of the human would turn left. A human can do this process quickly and complete the maze in a few seconds.

An intelligent agent using the Q-learning algorithm looks at each step with the ability to move up, down, left, and right. At each step it looks around itself to find the best path based on a reward system and is rewarded based on if was a good move or not. This is mostly done randomly and after each episode it can make better choices. In the case of the treasure hunt it took 35 episodes, 262 epochs, and 393 seconds to solve the maze at 100%.

A human can solve this maze fairly quickly because they are not limited and have faster reasoning skills over an agent. An agent has to methodically go through each step to find the treasure. While each takes in data of their own and make choices, a human can look much further and can decide what looks like a dead end lets go this way. Yes, a human can make a wrong choice but can recover faster. An agent has to go back to the beginning and make better choices based on the data it received.

**Purpose of the Intelligent Agent in Pathfinding**

Reinforcement learning is the act of taking actions to maximize learning. This is done with a method called exploration and exploitation. This is a method called epsilon greedy strategy which according to Baeldung is “a well-known reinforcement learning algorithm.” There are a few state values that programs the parameters that the agent follows. Gamma is the value where the agent considers the reward. With a higher value the agent looks for higher rewards. The learning rate or Alpha is the value that “defines the learning rate or step size”( Baeldung,2021). The lower the value the less the agent learns per step. On the other hand, if the value is too high the agent will not use prior knowledge and only use current information. The exploration, min max, and decay are the values use to balance exploration to exploitation. As the agent learns there is less needed to explore so it exploits that knowledge. That data set is a summary of agents experience at a certain time. It stores the data in what’s called replay memory and is randomly pulled from the replay memory. This breaks any correlation thus providing better learning. The discount factor scales down the rewards after each step. According to Sajil C. K it “adjusts the agent’s behavior to achieve long term goals”. Neural networks are the key component for Q deep learning, it helps the agent to recognize patterns. It provides a “Neural network model that can predict the action for a given state in a game with better accuracy”(Chandrakant,2020). In the case of the treasure game it maximizes performance by predicting the best path with a much higher accuracy. One thing to note is that too much reinforcement will diminish the result, so make sure you dial in the values for greater results.

**Use of Algorithms to Solve Complex Problems**

For the treasure can we had to implement Q-Learning using the given code and pseudocode. The first step was to study the code. watch the walkthrough and read all the documentation. The pseudocode was the key to the entire assignment. It gave us a path to complete the deep Q- Learning. The previous assignment of the deep learning with the cartpole was also used to guide me in how to implement the code in the treasure hunt. The first thing that was important was to figure out all the variables that were used with the rest of the program. This allowed me to understand how everything worked making it easier to implement deep learning. I set up everything I could just using the pseudocode. I was able to get ideas from other methods such as the play game method. This was probably the most difficult to figure out but is how I implemented the if else statements and append the win history and game state. There was a lot if trial and error and was able to get working code and match the sample output.
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